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Introduction

Randomness is a cornerstone of the security of cryp-
tographic protocols, with random numbers being used
for countermeasures, ephemeral data, or key genera-
tion. As such, numbers produced by random number
generators (RNG) must have excellent statistical prop-
erties. In particular, generated number must be per-
fectly uncorrelated to prevent an attacker from gaining
an advantage on the cryptographic system based on
the knowledge of previously generated numbers.
A methodology to ensure that numbers have satisfac-
tory statistical properties is to apply statistical tests
on the output of the RNG. On the matter of correla-
tions, one such standard test is the Autocorrelation
test, which was present in the German standard AIS
31 until version 2.35 [1].
In our work, we provide an analysis of this test to prove
that, while inexpensive, it is not optimal for the evalua-
tion of correlations in bit sequences, and can even fail
when no correlation exists in the sequence. We then
propose an alternative autocorrelation test, which will
be proven to be optimal for the evaluation of Pearson
autocorrelations in bit sequences.
We then further expand our correlation testing
methodology with the use of the partial autocorrela-
tion function (PACF). The use of this function corrects
a drawback of our first proposed test, and allows for a
more direct link between detected statistical anoma-
lies and the parameters of the tested RNG.
The models we present in this work are all stationary,
as per the considerations of both the AIS 31 and the
NIST SP 800-90, which demand that stochastic mod-
els for RNG are stationary.

Result and discussions

Analysis of the Autocorrelation test from
the AIS 31.

The autocorrelation test from the AIS 31 applies the
following statistic Ak on a bit sequence (bi)1⩽i⩽n:

Ak =

N+k∑
i=k

bi−k ⊕ bi.

In the standard, 1 ⩽ k ⩽ 5000, N = 5000 and the test
fails if Ak < [2326, 2674].
The statistic has a complexity of O(N), which makes it
very efficient to use. However, we show that this test
can fail even when a sequence presents no correla-
tion (in particular, no Pearson autocorrelation).
The Pearson autocorrelation of lag k of a stationary
discrete stochastic process {Bi} is expressed as:

ρk =
1

σ2
E [(Bi − µ)(Bi−k − µ)]

with µ and σ2 the expectancy and variance of the pro-
cess {Bi}. ρk ∈ [−1, 1] and ρk = 0 means the process
suffers from no autocorrelation of lag k, while ρk ≈ −1

or ρk ≈ 1 means strong correlations exist.
For a sequence built as the concatenation of indepen-
dent random drawings of bits, such that P(Bi = 1) =

0.8, the expectancy of Ak is E [Ak] = 5000 × 2 ×

P(Bi = 1)×P(Bi = 0) = 1600. The test is then largely
expected to fail, but the Pearson autocorrelation of
such a sequence is ρk = 0.

For this reason, the statistic Ak is not optimal for the
evaluation of correlations in bit sequences, and we
propose a new statistic, which we will call the En-
hanced autocorrelation statistic.

Enhanced autocorrelation statistic
The issue with the statistic Ak is that it is based on
the joint probability P(Bi, Bi−k) = P(Bi|Bi−k) × P(Bi),
which causes some uncorrelated sequences to make
the test fail due to the presence of P(Bi).
For a stationary binary process {Bi}, we can prove that
the Pearson autocorrelation of lag k of the process is
tied only to P(Bi|Bi−k), and more specifically that:

ρk = 1− [P(Bi = 1|Bi−k = 0) + P(Bi = 0|Bi−k = 1)] .

Based on this observation, the Enhanced autocorre-
lation statistic we propose is:

A⋆
k = 1−

Nk
01

N0
−

Nk
10

N1
with, Nx the number of bits x, and Nk

xy the number of
pairs (bi−k = x, bi = y) in the sequence. The complex-
ity of this statistic is O(N) (with N + k the total number
of bits in the tested sequence) and we can prove that
its expectancy is exactly the Pearson autocorrelation
of lag k of {Bi}. It is thus optimal for the evaluation of
the autocorrelation of a binary sequence.
To compare the behavior of our new statistic with
the one from the AIS 31, we applied both on vari-
ous simulated sequences. The first sequence is the
one we mentioned in the previous subsection, which
presents a strong global bias (denoted by the term
p1 = P(Bi = 1)), but no autocorrelation. The second
sequence presents both a strong bias, and a strong
Pearson autocorrelation of lag 8.

(a) AIS 31 statistic (b) Enhanced statistic

Figure 1: AIS 31 vs enhanced autocorrelation statis-
tic, N = 5000, p1 = 0.8, ρ8 = 0

(a) AIS 31 statistic (b) Enhanced statistic

Figure 2: AIS 31 vs enhanced autocorrelation statis-
tic, N = 5000, p1 = 0.8, ρ8 = 0.6

Figure 1, shows that, while a strong bias alone can in-
deed make the Autocorrelation test from the AIS 31
fail for any lag k, it does not impact our enhanced
statistic at all (see Fig. 1b). Fig 2 then shows that,
in the presence of both a global bias and correlations
(here of lag k = 8), our enhanced statistic is able to
properly characterize the correlation, and is still not
impacted by the bias.
However, despite only simulating a single correlation
phenomenon (of lag 8), our statistic highlights multiple

correlation anomalies, for every lag multiple of 8. We
can indeed prove that with our statistic, a correlation
phenomenon of lag k will translate into an infinite set
of detected anomalies, such that the amplitude of the
anomaly detected for a lag mk is ρm

k .

Partial Autocorrelation Function

To make a more direct link between the output of the
statistic and the original correlation phenomena which
impact the tested RNG, we then looked for a way
to eliminate the "propagated" anomalies. One way
to achieve this was to use the partial autocorrelation
function (PACF) [2], a tool designed with the explicit
objective of getting rid of propagations in the corre-
lation terms of a time series. More specifically, the
PACF is based on an autoregressive representation of
the terms ρk, in which ρk = ϕkk−1ρ1+ ...+ϕk1ρk−1+ϕkk.
The term ϕk,k is the PACF of order k, and can be in-
terpreted as the part of the amplitude of ρk which is
not due to the propagation of any ρ j, j < k. The term
ϕk,k is computed as the quotient of two matrices of the
terms (ρ j)1⩽ j⩽k, as detailed in [2] (Sect. 3.2.5).

(a) Enhanced statistic (b) PACF

Figure 3: Enhanced autocorrelation statistic vs PACF,
N = 5000, p1 = 0.8, ρ8 = 0.6

Figure 3 shows that the computation of ϕk,k in-
deed eliminates the propagated correlation anoma-
lies, while still perfectly characterizing the original
phenomenon at lag 8.

Summary and conclusions

In this work, we proposed a potential replacement for
the Autocorrelation statistic from the AIS 31, which
keeps the low complexity of the original statistic, but
is optimal for the evaluation of the Pearson autocorre-
lation of stationary binary processes. While the Auto-
correlation statistic is not present anymore in version
3.0 of the AIS 31, it still seems interesting to have
a simple, yet efficient tool to measure correlations,
alongside the more complex statistics now present in
the German standard.
We also propose the use of the partial autocorrelation
function to eliminate the propagated correlation phe-
nomena which were highlighted by our first statistic, in
order to have a more direct link between the statistic
output and the defects of the tested random number
generator.
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